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Abstract: Meta-heuristic Algorithms (MA) are widely accepted as excellent ways to solve a variety of optimization problems in recent decades. Grey Wolf Optimization (GWO) is a novel MA that has been generated a great deal of research interest due to its advantages such as simple implementation and powerful exploitation. This study proposes a novel GWO-based MA and two extra features called Individual Best Memory (IBM) and Penalty Factor (PF) to train Feed-forward Neural Network (FNN) for the classification of Sonar and Radar datasets. Besides, FNN is accompanied by Feature Selection (FS) using GWO. Experiments were done on Sonar and Radar datasets obtained from the University of California, Irvin (UCI) to evaluate the performance of the proposed MA; the results demonstrated the proposed MA is markedly better than GWO in terms of classification accuracy, avoiding local optima stagnation, and convergence speed without higher computational complexity. This framework can be applied to naval navigation systems or atmospheric research.
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1. Introduction

There are plenty of algorithms have been utilized to solve optimization problems, where MAs have generated considerable research interest recently [1-8]. These algorithms have become remarkably common due to four reasons: simplicity, flexibility, derivation-free mechanism, and local optima avoidance [9]. Specifically, Grey Wolf Optimization (GWO) is considered as one of the best-known MAs due to its remarkable further advantages such as few parameters, scalability, and powerful exploitation [10].

The prosperity of the GWO algorithm has motivated other researchers to apply the algorithm for solving different types of optimization problems. Specially, it has been widely used in a variety of machine learning problems such as Feed-forward Neural Network (FNN) and SVM classifiers [7, 11, 12], clustering algorithms [13, 14], and Feature Selection (FS) tasks [15, 16]. Further, researchers have used it to solve engineering problems like the unit commitment problem [17], combined heat and dispatch problem [18], and power system stabilizer design [19]. Nevertheless, GWO can't be efficient enough to solve all optimization problems, and when the search space dimension is growing, there is a possibility of slow convergence or getting trapped in local optima [20]. Because of this fact, researchers have modified GWO in order to solve a wider range of optimization problems. Rodriguez et al. [21] proposed a dynamic adaptation of GWO coefficients using fuzzy logic and reached more accurate answers than GWO. Saremi et al. [22] applied Evolutionary Population Dynamic (EPD) in GWO to eliminate the worst individuals in the population and achieved more accurate answers than GWO as well. Dudani and Chudasama [23] adopted a strategy for updating the position of the wolves based on incorporating a step size to detect partial discharge in the transformer. This method attains faster convergence with less parameter dependency than GWO.

However, in spite of the popularity of GWO, few researchers have addressed the classification problems using any kind of enhanced GWO. Classification is a form of data analysis that can be used to extract models describing important data classes [24]. Specifically, according to [25] and [26], Sonar and Radar (ionsphere) datasets [27] are two of demanding datasets owing to their complexity. Therefore, due to the mentioned challenges, we are encouraged to promote GWO for the purpose of Sonar and Radar classification. It is well-known that GWO features great exploitation [20], so in order to achieve better balance between exploration and exploitation, we focused on exploration enhancement; we refine GWO by Individual Best Memory (IBM), a new update mechanism, and Penalty Factor (PF), a new eliminator of the worst solutions. This MA was used in FNN, a common classifier in many frameworks [4, 6, 28-32], to find the optimum combination of FNN's weights and biases. Furthermore, we assume that using MA simultaneously in FNN and FS methods will improve the results, so we used an FS method that deploys GWO to select an optimal feature subset used in FNN. The rest of the paper is organized as follows: Section 2 gives an overview of the concepts of FNN and GWO. In section 3, we outline our framework that is an FNN classification task accompanied by an FS method. Firstly, IBM and PF are developed. Then the pseudo code of our MA is presented that is based on GWO, IBM and PF. Final steps are explaining FNN training and FS. Section 4 provides experimental results and comparisons between proposed MA and previous MAs, and section 5 is to draw Conclusions.

2. Related works

2.1. FNN Training

The FNN is an artificial neural network wherein connections between the units do not form a cycle. As such, it is different from recurrent neural networks [6]. There are several ways to train multilayer FNN using MAs. A common way is to find the optimum combination of the network's weights and biases using MAs in order to achieve the best result. The network structure remains unchanged in this way[11]. Further, there are some ways to demonstrate neuron weights and node biases. A regular way is to use vectors; a vector represents a particle of an MA. Each vector's element is used to store a neuron weight or node bias. To clarify this concept, the vector of a three-layer FNN shown in Fig. 1 is demonstrated in Equation (1) [1]:

\[
\text{particle} = [w_{11}, w_{21}, w_{31}, w_{12}, w_{22}, w_{32}, w_{36}, w_{46}, \theta_1, 0, 0, \theta_2, 0, 0, \theta_3, 0, 0, \theta_4, 0, 0, 0, 0, 0]
\]

(1)

Where \(w_{ij}\) means the weight of the neuron that connects nodes \(i\) and \(j\), and \(\theta_i\) is bias of the node \(i\).

Fig.2 A sample three-layer FNN.

2.2. GWO

The GWO was proposed by Mirjalili et al. [9] in 2014. The fittest, second fittest and third fittest solutions are called \(\alpha\), \(\beta\) and \(\delta\) respectively in the GWO mathematical model. The other solutions are called \(\omega\). The GWO algorithm utilizes \(\alpha\), \(\beta\) and \(\delta\) to modify
other solutions. The formulae that obtain the best solution are provided in Equations (2-9):

\[ \hat{X}(t+1) = X_i(t) + \hat{A}, \hat{D} \]

where \( \hat{D} \) is defined in (5). \( \hat{A}, \), \( \hat{X}_i(t) \), \( \hat{X} \) and \( \hat{D} \) are coefficient vectors, the prey position, the grey wolf position, and iteration number, respectively.

\[ \hat{D} = [C, X_i(t) - \hat{X}(t)] \]

where \( \hat{C} \) is another coefficient vector. \( \hat{A} \) and \( \hat{C} \) are calculated as follow:

\[ \hat{A} = 2\hat{a} \alpha - \hat{a} \]

\[ \hat{C} = 2r \beta \]

where \( r \) and \( r \beta \) are random vectors that range between 0 and 1. \( \hat{a} \) decreases linearly from 2 to 0 over the course of iterations. \( \hat{a} \) sets a tradeoff between exploration and exploitation. It is formulated as follow:

\[ \hat{a} = 2 - \frac{t}{\text{Maxiter}} \]

where \( \text{Maxiter} \) is the maximum number of iteration in GWO.

As it is mentioned above, positions of solutions are evolved by the best solutions \( \alpha, \beta \) and \( \delta \), since it is assumed that these solutions have better knowledge about the best solution. Therefore, formulae that change the positions of solutions are as Equation (7-9). The pseudo-code of the GWO algorithm is presented in Fig.2.

\[ \hat{D}_i = [C, X_i - X_j], \hat{D}_a = [C, X_i - X_k], \hat{D}_3 = [C, X_i - X_l] \]

\[ \hat{X}_i = X_i + \hat{A}, \hat{D}_i \]

\[ \hat{X}_a = X_i + \hat{A}, \hat{D}_a \]

\[ \hat{X}_3 = X_i + \hat{A}, \hat{D}_3 \]

\[ \hat{X}(t+1) = \left( \hat{X}_i + \hat{X}_a + \hat{X}_3 \right) / 3 \]

GWO Algorithm

Initialize the grey wolf population \( X_i(i = 1, 2, ..., n) \)
Initialise \( \alpha, \beta \), \( C \), and \( \hat{C} \).
Calculate the fitness of each search agent \( X = \text{second best search agent} \)
\( X_k = \text{third best search agent} \)

While (\( t < \text{Max Number of iterations} \))

For each search agent

Update the position of the current search agent by equation (9)
End for

Update \( \alpha, \beta \), and \( C \)
Calculate the fitness of search agents
Update \( X_k, X_i \) and \( X_k \)

\( t = t + 1 \)
End while

Return \( X_n \)

Fig. 2 Pseudo code of GWO [9]

3. Methodology

The proposed method is described in this section. This method contains two phases: FNN training and FS; both phases used an MA. The proposed method uses a novel MA that is a modified version of GWO. The modified GWO exploits two new well-designed approaches to improve the result of classification: IBM and PF. The proposed algorithm was named IPG (abbreviation of IBM-PF-GWO). GWO enhanced by IBM was called IG, and PF pointed to the GWO that was enhanced by PF. In this study, IPG is employed in the FNN training step so as to address the GWO drawbacks in the field of finding accurate neuron weights and node biases, and the algorithm that is chosen to exploit the best feature subsets involved in FS is GWO.

This section is set out as follows: First of all, IBM and PF are explained. Then, the pseudo-code of IPG algorithm is presented. Finally, FFN training and FS methods are discussed.

3.1. IPG

3.1.1. IBM

It is widely recognized that exploration and exploitation phases play crucial roles in optimal behavior of MAs. In regular GWO, \( \alpha, \beta \), and \( \delta \), the three best solutions so far, guide the other agents to reach the global optima, which leads to powerful exploitation. However, there is possibility of finding a suboptimal solution without enough searches in the solution space, which results in poor exploration.

Promoting of update mechanism is a widespread way to improve the performance of GWO [23, 33]. So, we intend to incorporate the best memory of each agent into the update mechanism, named IBM, so as to compensate for the poor exploration and boost the final solution. More to the point, IBM compared each agent’s new position to its previous positions using fitness. If the new position didn’t have better fitness than that of previous positions, the agent’s position used in Equation (7) wouldn’t change, and if the new position had better fitness than that of previous positions, the agent’s position used in Equation (7) would change to its new value. Hence, Equations (7-9) converted to Equations (10-12):

\[ D_i = [C, X_i - BP_1], D_a = [C, X_i - BP_3], \]

\[ D_3 = [C, X_i - BP_3] \]

\[ X_i = [X_i + \hat{A}, \hat{D}_i], X_a = [X_i + \hat{A}, \hat{D}_a] \]

\[ X_3 = [X_i + \hat{A}, \hat{D}_3] \]

\[ X(t+1) = \left( X_i + X_a + X_3 \right) / 3 \]

where \( BP_1 \) was the agent’s position that had the best individual fitness so far. IBM was based on this assumption that the individual best memory of an agent has better knowledge about the optimum solution than current agent. This feature was developed to improve the exploration of the optimum solution through the entire solution space. It should be noticed that IBM developed in this method is remarkably different from IBM of PSO. In PSO, the distance between IBM and current position of an agent is used to direct an agent. In IPG, the IBM was
used instead of current position of an agent to find a new answer, so the proposed IBM features the advantage of less computation complexity.

3.1.1. PF
It is previously discussed that both good exploration and exploitation are of the essence in order to have an efficient MA, and conventional GWO may suffer from poor exploration. Adding new operation is another common trend to improve the performance of MAs. PF was another efficient modification done on GWO. First, a group of agents that had the worst fitness was collected in a vector \((x_{i1}, x_{i2}, \ldots, x_{in}) = X^-\) that \(n_i\) was the number of the worst search agents that should be penalized. This vector was updated each iteration. There was a Penalty, corresponding to \(X_i\), that kept the number of consecutive iterations that \(X_i\) remained in \(X^-\). After each iteration, if \(X_i\) left \(X^-\), then Penalty, set to zero, but if \(X_i\) remained in \(X^-\), the Penalty, was increased by one. Finally, if Penalty, exceeded the desired iteration number \(n_p\), the corresponding agent \(X_i\) would be omitted and a new agent would be initialized randomly. This decision relied on two assumptions. Firstly, agents with the worst fitness have weak knowledge about the optimum solution, so they can be omitted. Besides, the proposed PF cannot have a negative impact on MA, since if the new random answers aren’t good, these answers won’t influence the other solutions, and the random answers will be guided by three global best answers. This feature was utilized to improve the exploration of GWO as well. It should be noticed that PF of IPG is not similar to PF of Artificial Bee Colony algorithm (ABC). In ABC, if answer fitness does not improve after certain iterations, the answer will be removed. In IPG, if an answer remains in the worst answers’ group after certain iterations, it will be removed. Also, PF of IPG isn’t as PF of [22]. Indeed, a subtle change between them made them fundamental different tools. To be precise, the worst solutions are removed in PF of IPG and [22] similarly, whilst new solutions are chosen based on the three best solutions and numerous formula in [22]. This decision leads to better exploitation. However, PF of IPG creates new solutions randomly to trigger better exploration as well as less complexity and time consumption.

3.1.3. Pseudo-code of IPG Algorithm
IBM and PF modifications were introduced and IPG can be presented now. The pseudo-code of IPG algorithm is presented in Fig. 3.

3.2. FNN Training and FS
FNN training and FS are implemented to address the classification problems. The IPG was proposed to improve the power of FNN, and GWO is elected to perform FS. The whole procedure represented in Fig. 4 is explained in detail as follow:

3.2.1. Scree test
Feature reduction and feature construction are good ways to achieve higher classification accuracy and reduce computational time. Scree test is a feature reduction method which is used in this study [34] which also makes the input nodes of FNN substantially plunge. The Scree test plots the components as the X axis and the corresponding eigenvalues as the Y-axis. As one sample moves to the right, toward later components, the eigenvalues drop. When the drop ceases and the curve makes an elbow toward less steep decline, Scree test says to drop all further components after the one starting the elbow. Feature construction can be done according to each dataset.

3.2.2. FS
When the desired feature number is achieved, FS may be done. In the first iteration, the population is initialized randomly.

**IPG Algorithm**

Initialize the grey wolf population

- \(X_a = \text{the best search agent}\)
- \(X_B = \text{the second best search agent}\)
- \(X_\beta = \text{the third best search agent}\)
- Initialize a, A, C and Penalty (Penalty_1, ..., Penalty_n) ∈ Penalty = \(\{0, ..., 0\}\)
- Initialize the worst agents \((X_{i1}, X_{i2}, \ldots, X_{in}) \in X^-\)

While \((t < \text{Max number of iteration})\)

For each search agent

- Update the position of the current search agent by equation (12)

End for

While \((F_{X_{new}} > F_{BP})\)

\(BP = X_{new}\)

End if

For each agent

- If \(X_i \in X^-\)
  
  Penalty_i = Penalty_i + 1
  
  If Penalty_i = \(n_p\)
  
  Randomly initialize a new agent instead of the old one
  
End if

Else

Penalty_i = 0

End if

End for

\(t = t + 1\)

End while

Return \(X_a\)

![Fig. 3 Pseudo code of IPG.](image-url)
In the other iterations, it uses GWO to search the solution space (dataset) in order to achieve the best feature subset. GWO changes the selected features, based on fitness values calculated by FNN classifier. Actually, this FS method is wrapper based, because classification accuracy is used as the evaluation criterion. Therefore, the feature subsets are provided to be evaluated in the FNN.

### 3.2.3. FNN

In this step, the feature subsets are ready to be classified and evaluated by FNN. The number of input nodes was calculated already, and according to [35], the number of hidden nodes is achieved through Equation (13):

\[ H = 2I + 1 \]  

(13)

Where H and I are the number of hidden nodes and input nodes, respectively. One output node is enough because there are two classes.

The compulsory input of FNN is a dataset containing only selected features that are called feature subset. A feature subset is classified by FNN separate from the other feature subsets. IPG was nominated to train FNN using a group of agents. More to the point, the vector of each agent (constructed using equation (1)) that was used in IPG-FNN referred to one combination of neuron weights and node biases; these vectors were initialized randomly, and then evolved by IPG to reach the best combination. The fitness values of agents are classification accuracies. The output of FNN is the feature subset as well as its classification accuracy. The flowchart of FNN with IPG is demonstrated in Fig. 5.

---

**Fig. 4** Flowchart of the FS method

**Fig. 5** Flowchart of FNN with IPG (the input is a feature subset, and the output is the feature subset with optimum combination of network's weights and biases).
3.2.4. Fitness Evaluation and Stop Criteria

In this point, all feature subsets were classified by IPG-FNN. Therefore, their fitness evaluation is possible. The classification accuracy is the evaluation criterion. The higher the classification accuracy is, the superior the feature subset will be. These fitness values are used to decide whether the stop criteria are satisfied. The stop criteria are: 1) reaching 100% classification accuracy, or 2) exceeding the maximum allowed iteration. If the stop criteria don't satisfy, the GWO deploys feature subsets and their fitness to improve them.

4. Discussion

First of all, the hardware and software characteristics used for experiments need to be introduced in this section. Then experimental parameters are shown. Next, experimental results are explained to evaluate the accuracy of the proposed method in classification. It must be considered that this study aims to improve the FNN classification accuracy, avoiding local optima stagnation, and convergence speed by modifications of MAs used in FNN training phase. Finally, computational complexity of the proposed MA is compared to its basic MA which is GWO.

The experiments were done on a computer with an Intel Core i5 CPU running Windows at 2.30GHz, with memory 2GB. The software used to run MAs and use scree test were MATLAB R2017 and SPSS16, respectively. Sonar and Radar datasets which are used in this article were obtained from the University of California, Irvin UCI [27], and Table 1 points to their main characteristics.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of features</th>
<th>Number of classes</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sonar</td>
<td>60</td>
<td>2</td>
<td>208</td>
</tr>
<tr>
<td>Radar</td>
<td>32</td>
<td>2</td>
<td>351</td>
</tr>
</tbody>
</table>

4.1. Experimental parameters

Parameters of MAs and FNN need to be set before doing any experiment. Firstly, feature numbers participated in the classification process were calculated. In this article, Scree test is used for feature reduction. Finding the elbow is subjective in this test. The feature numbers used in FS phase are achieved by the component number related to the elbow of Scree plot that they are 4 and 3 features for Sonar and Radar datasets, respectively. Scree graphs are presented in Fig. 6 and 7.

Also, based on [36], Probability Density Function (PDF) of mine and clutter are one-dominant-plus-Rayleigh and k-distribution respectively and according to [11], skewness (3rd central moment) and kurtosis (4th central moment) of data will change, if PDF change. So, skewness and kurtosis of data are used in Sonar dataset as two features, and the other two features have remained that should be chosen randomly or by MAs among 60 features of Sonar dataset.

Additionally, it should be noticed that MAs were used in two phases: FS and FNN training; so, parameter settings related to both phases were prepared in Tables 2 and 3.

4.2. Experimental results

It’s good to restate that 2 features were selected in advance in Sonar dataset. The 3rd and 4th moments of features of each sample were calculated and considered as new features.

![Fig.6 Scree test in Sonar dataset.](image1)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>PSO</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>v_min</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>v_max</td>
<td></td>
<td></td>
</tr>
<tr>
<td>size_v</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n_particles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>maxiter</td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>W_max</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W_min</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The experiments were done on a computer with an Intel Core i5 CPU running Windows at 2.30GHz, with memory 2GB. The software used to run MAs and use scree test were MATLAB R2017 and SPSS16, respectively. Sonar and Radar datasets which are used in this article were obtained from the University of California, Irvin UCI [27], and Table 1 points to their main characteristics.

Table 1 UCI datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of features</th>
<th>Number of classes</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sonar</td>
<td>60</td>
<td>2</td>
<td>208</td>
</tr>
<tr>
<td>Radar</td>
<td>32</td>
<td>2</td>
<td>351</td>
</tr>
</tbody>
</table>

![Fig.7 Scree test in Sonar dataset.](image2)
features were used (without FS option). IPG is the most efficient method for FNN training phase, and it proves that IBM and PA combination works well. IG or PG will result in fairly better classification accuracy than ordinary GWO, and AGPSO is just better than GWO and PG for FNN training. Therefore, using GWO and IPG for FS and FNN training respectively is the best choice to achieve the highest classification accuracy.

However, average classification accuracy may not be a comprehensive evaluation. Since a method may have some answers so far from the average, or an MA may not converges to a suboptimum answer. In addition, the miss rate and precision will be ignored that give valuable information about ignoring and reliability of a positive answer. So, the standard deviation of classification accuracy, precision, miss rate, the convergence curve and a box plot of each method are calculated to reveal comprehensive information about the proposed method’s advantages. Standard deviations of classification accuracy are reported in Table 6 and 7. A low standard deviation indicates that the data points tend to be close to the expected value of the set, while a high standard deviation indicates that the data points are spread out over a wider range of values. SD of IPG is overwhelmingly lower than the others in Sonar dataset and the first and second row of Radar dataset. SD of PG is negligibly lower than IPG in the last row of Radar dataset.

Table 3 Parameters of FNN and MAs used in it: (I: number of input nodes, H: number of hidden nodes, O: number of output nodes, DP: dimensions of particles, NTS: number of training samples, n_p: number of allowed iteration in PF, n_x: number of punished particles in PF, maxiterf: max iteration in FNN, Nparf = number of particles in FNN)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>AGPSO</th>
<th>GWO</th>
<th>PG</th>
<th>IG</th>
<th>IPG</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>2*(N)+1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_r</td>
<td>(N+O+1)*H+O</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N_Ts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W_max</td>
<td>0.9</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W_min</td>
<td>0.4</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c_1</td>
<td>(-2r^3+T^3)+2.5</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c_2</td>
<td>(2r^3+T^3)+0.5</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n_p</td>
<td>NA</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n_x</td>
<td>NA</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>maxiter_f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>300</td>
</tr>
<tr>
<td>N_parf</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The other 2 features needed to be selected using MAs. The proposed method (IPG) was compared to AGPSO (Particle Swarm Optimization with Autonomous Groups) [37] and GWO. AGPSO is a novel enhancement of PSO, and GWO is a state-of-the-art algorithm. One further point, IPG was compared to IG and PG to find out whether the combination of IBM and PA is better than IBM and PA.

Tables 4 and 5 are with regard to the classification accuracy of each method related to each dataset. There is an extra option in the FS method in Sonar dataset: Random FS. Since classification, accuracy is 100% in other options, and MAs’ effectiveness cannot be analyzed without Random FS.

Table 4 Average classification accuracy (%) related to Sonar dataset

<table>
<thead>
<tr>
<th>FS</th>
<th>Random FS</th>
<th>AGPSO</th>
<th>GWO</th>
<th>PG</th>
<th>IG</th>
<th>IPG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>99.17</td>
<td>98.89</td>
<td>98.94</td>
<td>99.42</td>
<td>99.75</td>
</tr>
<tr>
<td>FNN training</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Without FS</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5 Average classification accuracy (%) related to Radar dataset

<table>
<thead>
<tr>
<th>FS</th>
<th>AGPSO</th>
<th>GWO</th>
<th>PG</th>
<th>IG</th>
<th>IPG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>77.82</td>
<td>68.77</td>
<td>67.36</td>
<td>79.72</td>
<td>80.71</td>
</tr>
<tr>
<td>FNN training</td>
<td>91.01</td>
<td>90.62</td>
<td>91.00</td>
<td>91.03</td>
<td>91.30</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>92.10</td>
<td>91.88</td>
<td>91.93</td>
<td>92.83</td>
</tr>
</tbody>
</table>

This option assisted in finding the proposed method’s advantages. It is completely obvious that the proposed method outperforms the other methods. Among FS methods, GWO is an appreciably better choice than PSO, and PSO is better than the situation that all
High PPV means the probability that the predicted positive is true is high. It shows how much the user can rely on the predicted positive. Low FNR means miss rate is low and the probability that a true positive is ignored is low. The true positive means mine and inappropriate ionosphere in Sonar and Radar dataset, respectively. If a true positive is mislabeled, the consequence will be a huge mistake in these datasets.

Analysis of convergence curve is a popular way to evaluate the behavior of MAs. Fig. 9 represents the convergence curve of each method. The curve of IPG manifests the best convergence in all situations except one. The curve of GWO shows the best convergence in Radar dataset when there is not any FS. This superiority of GWO is marginal because even curves of IG and PG are more convergent than GWO in other situations.

Box plots of MSE are shown in Fig. 10. They display variation in samples of a statistical population without making any assumptions of the underlying statistical distribution. The spacing between the different parts of the box indicates the degree of dispersion (spread) and skewness in the data, and show outliers. When it comes to classification of Sonar dataset using PSO-FS, GWO-FS or without FS, the average classification accuracies are 100%, so their box plots are ignored. Two important points can be seen from Fig. 10(a): firstly, the box of IPG is considerably lower and smaller than other boxes and another point is that the first and second quartiles of IPG box are set to zero. It means that MSEs of IPG spread in a significantly smaller amount than the others did and at least half of the MSEs are zero. This situation makes IPG have obviously better classification accuracy. Fig. 10(b) shows superiority of GWO and IG over the other FNN training methods. Fig. 10(c) and 10(d) have the same description as each other. Boxes of IPG are dramatically smaller and lower than other boxes in each Figure that results in higher classification accuracy. Finally, it can result that the proposed method (IPG) has higher classification accuracy, lower standard deviation of accuracy, higher reliability and lower miss rate than the other methods when FNN is used to classify Sonar and Radar datasets. In the second place, IPG converges faster than the other MAs and has the least MSE.

4.2. The Computational Complexity of Proposed Algorithm

O(n,m,…) is defined to analyze the computational complexity in an algorithm. Big O notation is a mathematical notation that describes the limiting behavior of a function when the argument tends towards a particular value or infinity. In computer science, big O notation is used to classify algorithms according to how their running time or space requirements grow as the input size grows. Besides, (n,m,….) are the sizes of the inputs. If there are many inputs, the most important ones are used and the others are eliminated. The most important factors in calculation of O are the maximum iteration and recursive functions.

Computational complexity in hunting-based classifiers like GWO depends on the number of the hunters, the number of the variables, maximum iteration, and the procedure of sorting in each iteration. Because the quicksort method is used to sort hunters, the order of the algorithm is O(nlogn) and O(n2) in the worst and the best situations respectively. For these algorithms, computational complexity is calculated as:

\[ O(\text{Hunting-based}) = O(t(\text{O(Quick sort)}) + O(\text{Position update})) \]

\[ = O(t(n^2 + nd)) = O(tn^2 + tnd) \]

where \( n \), \( t \), and \( d \) are the number of the hunters, maximum iteration, and the number of the variables respectively. Besides, the changes that convert GWO to IPG do not affect Eq. (16).

5. Conclusion

This research proposes an enhanced MA based on GWO for FNN training in a classification task. FS phase is added to lower time costs and make classification accuracies higher. FS of the current research uses an MA, too. Experimental results corroborated the fact that IPG has dominant superiority over IG, PG, GWO, and AGPSO. In addition, using FS makes the classification more accurate with fewer features in comparison with the classification without FS. Finally, the proposed method can assist ships and submarines to avoid accidents and help scientists to be aware of the amount of ionosphere degradation.

Therefore, if a user needs to work with Sonar and Radar datasets, these should be considered: 1) the combination of IBM and PA has a better result than IBM or PA, 2) IBM and PF have positive effects on GWO, and 3) AGPSO is better than GWO. Further, GWO is a better choice than PSO for FS, and using PSO is better than the situation that there is not any FS.
Fig. 8 a) Precisions in Sonar dataset, b) miss rates in Sonar dataset, c) precisions in Radar dataset, and d) miss rate in Radar dataset.

Fig. 9 Convergence curves of MAs in a) Sonar dataset (random FS), b) Radar dataset (without FS), c) Radar dataset (PSO in FS phase), and d) Radar dataset (GWO in FS phase).
Fig. 10 MSE box plots a) Sonar dataset, b) Radar dataset (without EA in FS phase), c) Radar dataset (with PSO in FS phase), and d) Radar dataset (with GWO in FS phase).
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